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Introduction
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Aspect Based Sentiment Analysis(ABSA) 
Aims to predict tuples of sentiment elements of interest for a given text.
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Aspect Based Sentiment Analysis(ABSA)
The battery life of this phone is great.
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Neural Language Generation 



Introduction(Aspect Sentiment Tuple Prediction)
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Paraphrase(Nature Language Way)
Designs semantic templates filled with fixed-order elements of tuples as 
generation targets.
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DLO(Order base)

x =

Oi()

(1)
(2)
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Method
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Method
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 Element Order-based Prompt
Using element markers to represent the structure of information allows tokens to focus more on 
order.
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If there have multiple sentiment tuples for an input sentence, we utilize [SSEP] to 
concatenate their final target sequence 



Multi-view Training (Element Order Selection)
Choosing the potentially better-performing orders based on the average 
entropy of the candidate permutations on the training set. 
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Multi-view Training (Training)
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 Multi-view Inference(Schema Constrained Generation) 
We injects target schema knowledge into the decoding process. 
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 Multi-view Inference(Results Aggregation)

Voting 
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Multi-task learning
● MVP (multi-task) obtains generalized ability among diverse tasks
● Let Main task can learn well
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Experiment
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Experiment(Datasets)
● SemEval Datasets (Semantic analysis and Annotated datasets ): 
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Experiment
Generative methods

● Paraphrase
a. Designs semantic templates filled with fixed-order elements of tuples as generation 

targets.
● DLO:

a.  The order-free property of the quadruplet based on templates.

Multi-tasking methods.

● Lego-ABSA:
a. Designs task prompts similar to T5.Assembling task prompts, like assembling Lego bricks.
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Lego-ABSA
The proposed approach can train on 
simple tasks and transfer to difficult 
tasks by assembling task prompts, 
like assembling Lego bricks
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Experiment
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Experiment

The MVP can improve lot at the opinion prediction
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improve



Experiment

The MVP can improve lot at the opinion prediction
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Experiment(Effect Analysis )
1.   F1 decreases slightly after a certain 

number (between 7 and 15)

2. Low-resource setting boost a lot 
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Experiment(Ablation test)
● Constrained decoding significantly impacts text generation
● Random sampling outperforms Top-1 ranked, as it introduces variability 

and reduces model confusion.

w/o  Constrained decoding

Random Select one

Select top one
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Cross-task transfer
● Transfer brings further significant improvements, from triplets to 

quadruplets
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Case Study1

● MVP handles well after filtering unreasonable tuples predicted
● MVP only outputs tuples considered important in most views
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Case Study2

 Laptop dataset includes 121 categories that  model get confused with similar aspect categories
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Conclusion
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Conclusion
1. MVP Improves aspect-level opinion information prediction by effective 

multi-view results aggregation.

2. MVP proposed Element order-based prompt learning method.

3. Multi-tasking model substantially outperforms task-specific models on a 
variety of ABSA tasks.
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